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ABSTRACT

Time-domain seismic forward and inverse modeling for a
dissipative medium is a vital research topic for investigating
the attenuation structure of the earth. Constant Q, also called
the frequency independence of the quality factor, is a common
assumption for seismic Q inversion. We have developed first-
and second-order nearly constant Q dissipative models of the
generalized standard linear solid type, using a novel
Q-independent weighting function approach. The two new
models, which originate from the Kolsky model (a nearly
constant Q model) and the Kjartansson model (an exactly
constant Q model), result in the corresponding wave equa-
tions in differential form. Even for extremely strong attenu-
ation (e.g., Q = 5), the quality factor and phase velocity for
the two new models are close to those for the Kolsky and
Kjartansson models, in a frequency range of interest. The
wave equations for the two new models explicitly involve a
specified Q parameter and have compact and simple forms.
We provide a novel perspective on how to build a nearly
constant Q dissipative model, which is beneficial for time-
domain large-scale wavefield forward and inverse modeling.
This perspective could also help obtain other dissipative mod-
els with similar advantages. We also discuss the extension
beyond viscoacousticity and other related issues, for example,
extending the two new models to viscoelastic anisotropy.

INTRODUCTION

Mechanical wave propagation through dissipative media such as
the earth is characterized by energy absorption and velocity
dispersion. As a consequence of the causality principle, the energy

absorption and the velocity dispersion are linked to each other by
the Kramers-Kronig relations (e.g., Kronig, 1926; Futterman, 1962;
Carcione, 2014). This means that understanding energy absorption
is helpful for deducing the velocity dispersion and vice versa.

The quality factor (i.e., Q) is an important dimensionless physical
quantity, whose inverse 1/Q is a measure of the degree of energy
absorption for a dissipative medium. Various definitions of the qual-
ity factor can be found in the literature (e.g., Green, 1955; Knopoff
and MacDonald, 1958; Buchen, 1971; Hamilton, 1972; O’Connell
and Budiansky, 1978; Toksoz and Johnston, 1981; Carcione, 2014).
In this paper, the quality factor is defined as 4z times the ratio of the
averaged energy of a nondissipative harmonic plane wave over a
cycle to the energy loss of a dissipative harmonic plane wave in the
same cycle. This gives rise to a quite simple expression for the qual-
ity factor: the ratio between the real and imaginary parts of the com-
plex modulus. This definition of the quality factor is suggested by
O’Connell and Budiansky (1978), who follow Dain (1962) to
modify the classic definition of the quality factor in Knopoff and
MacDonald (1958).

The term “constant Q”, which appears frequently in the literature
to describe the frequency-independent quality factor, implicitly cor-
responds to a specific definition of the quality factor. Strictly speak-
ing, there is no physical significance in pursuing an exactly constant
Q dissipative model in seismology because: (1) several experimen-
tal seismic studies show the frequency dependence of the quality
factor for the Chandler wobble, tidal, and free oscillation data
at the frequency range [107%,1072] Hz (Anderson and Minster,
1979), for teleseismic waves at the frequency range [0.05,0.5] Hz
(Flanagan and Wiens, 1998), for earthquake waves in the upper
crust at the frequency range [25, 102] Hz (Yoshimoto et al., 1998),
and for normal modes and surface waves at the frequency range
[3.3x 1074, 1.25 x 1072] Hz (Leki¢ et al., 2009); (2) in the weak
attenuation case, it is hard to distinguish between pulse propagation
in an exactly constant Q model and a nearly constant 0 model
because they have similar velocity dispersion behavior; and (3) most
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theoretical mechanisms for energy loss in a wave, e.g., internal
friction, relative fluid displacement, and scattering, show it is
strongly frequency-dependent. Despite these facts, the constant
Q assumption is useful for developing simple and feasible methods,
such as the spectral ratio method (e.g., Tonn, 1991) and the central
frequency shift method (e.g., Quan and Harris, 1997), to measure
the quality factor in practice. These methods can be further devel-
oped for the frequency dependence of Q. For example, the spectral
ratio method is incorporated with a frequency power law for Q to
estimate the frequency variation of the quality factor (e.g., Lekié¢
et al., 2009; Beckwith et al., 2017).

Multiple dissipative models have been developed for constant Q.
As the classic dissipative models, the Kolsky (1956) and Kjartans-
son (1979) models are nearly constant Q and exactly constant Q,
respectively, under the definition of the quality factor suggested by
O’Connell and Budiansky (1978). Although the attenuation power
law model proposed by Strick (1967) is constant Q under the def-
inition that the quality factor is half the ratio of the wavenumber to
the attenuation coefficient, it can be transformed to the Kjartansson
model under the low-loss condition. Despite having nonphysical
behavior at zero and infinite frequencies, all of these models are
widely used to theoretically interpret practical observations about
the quality factor being independent of the frequency. The Kolsky
model is the weak-dissipation approximation of the Kjartansson
model (see the “The Kjartansson and Kolsky models” section). The
phase velocity and quality factor for the Kolsky model also can be
reached from one of the absorption-dispersion pairs in Futterman
(1962) and a continuous distribution of relaxation mechanisms given
in Liu et al. (1976), Kanamori and Anderson (1977), and Aki and
Richards (1980). In addition, constant Q can be approximately mod-
eled by applying the generalized standard-linear-solid (SLS) model
(sometimes referred to as the generalized Zener model) to fit a given
quality factor over a specified frequency range of interest.

Wavefield numerical modeling based on wave equations is a vital
research method to understand wave-propagation phenomena, and
it is an essential part of developing an inverse method based on the
wave equation. However, it meets multiple challenges, in particular
for the nearly constant Q models, as will be elaborated.

The Kolsky and Kjartansson models have logarithmic and power-
law forms for the complex modulus, respectively, as will be shown.
Such forms of modulus mean that the time-domain constitutive
relation between the stress and the strain, which is expressed by
a special convolution, cannot be expressed in a differential equation
form by introducing auxiliary variables. Although it is argued that,
for the Kjartansson model, the convolution in the constitutive rela-
tion can be rewritten in fractional differential form, it is essentially
an integral operation (Kjartansson, 1979; Carcione et al., 2002;
Carcione, 2010). Computing the wave equation with a convolution
requires the complete time history of the wavefield, which is much
more computationally costly than that in the differential form. The
inconvenience of temporal convolution can be overcome by using
the dispersion relation, which expresses the frequency in terms of
the wavenumber, to formulate the pseudowave equation with frac-
tional order spatial derivatives (Carcione, 2010, 2014), where these
derivatives can be calculated by the Fourier transform technique
(e.g., Carcione, 2010; Zhu and Harris, 2014) and the truncated
finite-difference method (Song et al., 2020). The frequency-domain
methods (e.g., Stekl and Pratt, 1998; Operto et al., 2009) to model
the dissipative wavefields require solving a complex-coefficient
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linear equation system for each frequency, which is computationally
prohibitive in the large-scale 3D case.

Unlike the Kolsky and Kjartansson models, the generalized SLS
(GSLS) model, which is equivalent to the generalized Maxwell
model, can lead to the wave equation in differential form, which
can be solved by multiple time-domain numerical methods such as
the finite-difference method (e.g., Carcione et al., 1988), the stag-
gered-grid finite-difference method (e.g., Bohlen, 2002; Bai and
Tsvankin, 2016), the rotated-staggered-grid finite-difference method
(e.g., Saenger and Bohlen, 2004), the pseudospectral method
(e.g., Carcione, 1993), the finite-element method (e.g., Ham and
Bathe, 2012), and the spectral-element method (e.g., Komatitsch
and Tromp, 1999). A variety of techniques have been developed to
make the GSLS model accurately represent a quality factor, such
as those by Liu et al. (1976), Emmerich and Korn (1987), Blanch et al.
(1995), and Blanc et al. (2016). Because all of these techniques rely on
fitting the quality factor, they are collectively called a class of Q-fitting
methods for convenience. These Q-fitting methods require numeri-
cally solving a highly nonlinear optimization problem about the un-
known parameters in the GSLS model. These parameters are implicit
functions of the quality factor, which means that, once a new quality
factor is given, one will have to invert for these parameters again. In-
deed, the 7 method (Blanch et al., 1995) as a representative of the Q-
fitting methods can overcome this drawback but it imposes an extra
assumption of 1 4 7 = 1 on the quality factor expression of the GSLS
model, in addition to forcing all of the SLS elements to share the same
unknown parameter 7 (z is dimensionless, and it is distinct from the
similar symbols 7,; and 7,; in the remainder of this paper, which re-
present the strain and stress relaxation times for the /th mechanismin a
weighting function of the GSLS type). A further improvement of the =
method, proposed by Fichtner and van Driel (2014), gives rise to the
GSLS model for nearly constant Q and a power law Q function. The
GSLS model from their method involves an explicit Q parameter,
which is also true for the corresponding dissipative wave equations.
This method facilitates seismic inverse modeling (Fichtner and van
Driel, 2014) and imaging (Guo and McMechan, 2018).

In this paper, we propose a weighting function method to build
the nearly constant Q dissipative models suitable for time-domain
wavefield forward and inverse modeling. The weighting function,
which is dimensionless and independent of Q, has a form similar
to the complex modulus for the GSLS model. Determination of
this weighting function requires only the frequency range of
interest. We use the weighting function to represent the moduli
for the Kolsky and Kjartansson models, whereby we build the
first- and second-order nearly constant Q models of the GSLS
type. The two new models exhibit an accurate constant Q behav-
ior comparable with the Kolsky and Kjartansson models. Of
importance is that the two new models can always yield the cor-
responding wave equations in differential form, which explicitly
involve a specified Q parameter. The wave equations for the two
new models have a simple and compact form. Especially for the
first-order nearly constant Q model, its wave equation is as sim-
ple in form as that of the GSLS model. Because of these advan-
tages, the wave equations for the two new models are quite
suitable for large-scale 3D constant Q seismic wavefield forward
and inverse modeling. It is straightforward and easy to extend the
two new models and their wave equations to the viscoacoustic
anisotropic situation and the viscoelastic isotropic or anisotropic
situation.
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The structure of the rest of this paper is as follows. First, we
introduce some essential preliminaries. Then, we show the time-
and frequency-domain constitutive relations for a general dissipative
model. Then, we give the properties and relationship between the
Kolsky and Kjartansson models. This is followed by the derivation
of a O-independent weighting function and the determination of its
optimized coefficients. Then, we show the complex moduli, the re-
laxation functions, and the creep functions for the first- and second-
order nearly constant Q models, and we compare the two new models
with the Kolsky and Kjartansson models. We then show the wave
equations in differential form for the two new models. This is fol-
lowed by the use of numerical examples to analyze and compare the
nearly constant Q dissipative wave propagation. Finally, we discuss
the possible extension and other related issues before drawing con-
clusions and providing technical appendices on the mathematical
details.

ESSENTIAL PRELIMINARIES

To facilitate the description of dissipative wave propagation and
as an essential precursor to what follows, in this section we stipulate
our convention for the Fourier transform and its inverse, specify the
complex modulus, define the quality factor, and give the formula for
the phase velocity.

The Fourier transform of a temporal signal f(z) is written as

Fw) = /_ ” f(1)ear, )

where ¢ is the time and w is the angular frequency.
The inverse Fourier transform of the frequency-domain signal

f(w) is written as

f=— [

T2 —o

f(w)e ™ dw. 2)

As a consequence of the Fourier transform definition, the first
temporal derivative “d/dr” corresponds to “—iw” in the frequency
domain. For the dissipative models shown in the following sections,
the Fourier transform (equation 1) suggests that the complex
modulus can be generally expressed as M(w) = Mg(w)—
isgn(w)M;(w), where My and M; denote the real part and the
magnitude of the imaginary part, respectively. The symbol sgn(.)
denotes the sign function. The minus sign “~" in front of the imagi-
nary unit “7” corresponds to the sign convention in the exponential
term of the Fourier transform.

We adopt the definition of the quality factor suggested by
O’Connell and Budiansky (1978) throughout the paper, namely,

I

where E denotes the time-averaged energy of a harmonic nondis-
sipative plane wave over a cycle. The term AE denotes the averaged
energy loss of a dissipative plane wave over the same cycle. The
inverse of the quality factor is interpreted as 1/4xz times the ratio
of the fractional average energy dissipated per cycle. The Q defi-
nition is valid for homogeneous and inhomogeneous plane waves.
As a consequence of the Q definition, the ratio between the real and
imaginary parts of the complex modulus on the far right side of
equation 3 is valid only for homogeneous plane waves.

Referring to Knopoff (1964, 1965), the phase velocity for a
harmonic dissipative wave is given by
2 2
v+ v

v=-—-t_1 )

UR

where vy and v; denote the real part and the magnitude of the imagi-
nary part of the complex velocity v = v; — isgn(®)wv;, respectively.
Here, the negative sign in front of the imaginary unit corresponds to
the sign convention in the exponent of the Fourier transform
(equation 1), which is consistent with the similar treatment for the
complex modulus M.

TIME- AND FREQUENCY-DOMAIN
CONSTITUTIVE RELATIONS

The relationship between stress and strain is referred to as the
constitutive equation. In a dissipative medium, the constitutive re-
lationship is described physically by the Boltzmann superposition
principle (Zener, 1956; Lakes, 2009). The time-domain constitutive
relationship is characterized by the relaxation and creep functions,
whereas the frequency-domain relationship is characterized by the
complex modulus and compliance. In this section, we show the
time- and frequency-domain constitutive relations for a general dis-
sipative model. For convenience, we omit the spatial coordinate
dependence in the constitutive equations.

The time-domain equations

In a 1D dissipative medium, the time-domain constitutive rela-
tionship for the stress as a function of strain is expressed by the
Riemann-Stieltjes convolution integral (Gurtin and Sternberg,
1962; Apostol, 1974), namely,

o(t) = w(t)Oe(t), (5

where o and e denote the stress and strain, respectively, ¢ denotes the
time, and y denotes the relaxation function. The operator © is de-
fined as

o)
winoe( = [yl 0aes) ©)
—o0
Until now, we have not taken account of causality on the relaxation
function. Such a definition of this operation is used below to explain
the anticausality problem of a failed nearly constant Q model. It is
noteworthy that the upper bound of the integral in equation 6 is
different from that in equation 3 of Hao and Alkhalifah (2019) be-
cause their definition already implies that the relaxation function is

causal, namely, zero for negative time.

As a consequence of equation 5, the relaxation function physi-
cally means the stress response corresponding to the unit step func-
tion (the Heaviside step function) in strain, starting at zero time. If
the dissipative medium is designated to start moving at ¢ = 0, the
stress and strain in equation 5 are nonzero for a positive time (¢ > 0)
and zero for a negative time (z < 0). Hence, the constitutive equa-
tion 5 can be rewritten as (Gurtin and Sternberg, 1962; Hudson,
1980; Hao and Alkhalifah, 2019)

w(DOe(r) = F(0+)e(r) + / "t —De(@dr. ()
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where 0+ means that time approaches zero from the positive axis.
The dot above y denotes the temporal derivative. The term y(0+)
denotes the result after excluding the singularity term in w(0+). If
w(0+) has no singularity, for example, for the SLS model, then
¥(0+) = w(0+). In the case that y(0+) is singular, for example,
for the Kjartansson model, then y(0+) = 0.

As the inverse of equation 5, the constitutive relation for the strain
as a function of the stress is written as

e(t) = x(1)Oa(1), ®)

where y denotes the creep function. It physically means the strain
response corresponding to a unit step function in stress, starting
att=0.

A combination of the physical meaning of creep function and the
constitutive relation 5 leads to the relation between the relaxation
and creep functions:

y(1)Ox(1) = H(1), ©)

where H(.) denotes the Heaviside step function.

The frequency-domain equations

The Fourier transform of equation 5 gives rise to the frequency-
domain constitutive equation for the stress as a function of the
strain:

6(w) = M(w)é(w), (10)

where M(w) denotes the complex modulus, which is given by

M(w) = —iw> /°° w()eidr. (11

o0

The complex modulus physically means the frequency-domain stress
response corresponding to a sinusoidal strain of frequency @ and am-
plitude unity. Corresponding to the relaxation function in equation 7,
the modulus is written as

M) = p(0+) + [T i0ear,

(12)

Transforming equation 8 into the frequency domain, we obtain
the constitutive equation for the strain as a function of the stress:

é(w) = J(w)o(w), (13)

where J denotes the complex compliance. It physically means the
strain response due to a sinusoidal stress of frequency w and unit
amplitude.

By analogy with the complex modulus 12, the complex compli-
ance is expressed in terms of the creep function as

](CU) :)?(O-’-) + /oo).(([)eiwtdt_ (14)

0

The relationship between the complex modulus and compliance
is expressed by

M(w)J(w) = 1. (15)

Hao and Greenhalgh

THE KJARTANSSON AND KOLSKY MODELS

Referring to Kolsky (1956) and Kjartansson (1979), we summa-
rize the Kolsky and Kjartansson models and show their relations
here.

The relaxation function for the Kjartansson model is given by

M t\ 2
v =513 (7) H@).

—ltan‘1(1>
"~z Q)’

where H(.) denotes the Heaviside function and I'(.) denotes the
gamma function (Arfken et al., 2013). The term Q, denotes the
reference quality factor; My = pv2 denotes the reference modulus
corresponding to Qy = oo, where p and v, denote the medium
density and the reference velocity, respectively; and 7, denotes the
reference time.

The creep function for the Kjartansson model is given by

J t\2r
0= () 10

where Jy, = 1/M denotes the reference compliance corresponding
to QO = 00.
The complex modulus in the Kjartansson model is given by

M(w) = M, <—iw> 7

@

(16)

with

a7

(18)

19)

where @ and @, = 1/t, denote the angular frequency and the refer-
ence angular frequency, respectively. The minus sign in front of the
imaginary unit i corresponds to the definition of the Fourier trans-
form in equation 1. The phase velocities for the Kjartansson model
at w = 0 and @ = oo are zero and infinity, respectively, which im-
plies that this model is nonphysical. However, this model can be
used to interpret the constant Q phenomenon of dissipative waves
in a frequency range of interest.

The Maclaurin series expansion of equation 19 with respect to
1/Qy is given by

M 1 (2 .
Mo =1 +Q—0 L—Tln 0)_0 - 1sgn(a))}
1 |2 10} . 2 1
—1—@ [;ln a - zsgn(w)} + O(Q_?)). (20)

Truncating this series up to the first-order accuracy, we obtain the
complex modulus for the Kolsky model:

1 (2
M(a)) :Mo{l +Q_ |:—1n @0

oL

~sm(o)| . e

Although this complex modulus expression is not mentioned in
Kolsky (1956), he obtains the corresponding phase velocity and
attenuation coefficient, from which we derive equation 21 (see
Appendix A). Although the Kolsky model is nonphysical as the
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frequency approaches @ = 0 or w = oo, it may be used to interpret
the nearly constant Q behavior of a dissipative wave in a frequency
range of interest. Kolsky (1956) actually assumes a linear relation-
ship between the attenuation coefficient and frequency in his model
(see Appendix A), which implies an almost-constant Q.

To derive the relaxation function for the Kolsky model, we take
into account the fact that the relaxation function w(¢) in equation 11
is identical to the inverse Fourier transform of M(w)/(—iw). Using
the complex modulus (equation 21) and the inverse Fourier trans-
form (equation 2), we derive the following expression for the relax-
ation function corresponding to the Kolsky model:

2
w(t) = Mo{l—nQ(ﬂH—ln o

ﬂH(r), (22)

where yr ~0.577216 is the Euler-Mascheroni constant (Arfken
et al., 2013), £y is the reciprocal of w,, and H(¢) denotes the
Heaviside step function.

As an alternative, equation 22 also can be derived from the
relaxation function (equation 16) for the Kjartansson model.
Observing equation 11, we note that the complex modulus and
the relaxation function satisfy a correspondence relation; that is,
a linear combination of two complex moduli yields the same com-
bination of the corresponding relaxation functions. The complex
modulus (equation 21) can be viewed as a linear combination with
respect to 1/Q,. Hence, the relaxation function must be a linear
function of 1/Qj. On the other hand, we already know that the com-
plex modulus for the Kolsky model is the first-order Maclaurin
series expansion of the complex modulus for the Kjartansson model
with respect to 1/Q,. Hence, the relaxation function for the Kolsky
model must be identical to the first-order Maclaurin series expan-
sion of the relaxation function for the Kjartansson model with re-
spect to 1/Q,, whereby we may obtain equation 22.

The creep function should be obtained from the complex com-
pliance using equation 14, where the complex compliance is given
as the reciprocal of the complex modulus via equation 21. However,
it is hard to imitate the aforementioned scheme for the relaxation
function to derive the creep function because the complex compli-
ance for the Kolsky model involves the logarithmic function
In |w/wy| appearing in the denominator of a fraction. In addition,
the logarithmic function multiplied by 1/Q, as an unbounded func-
tion cannot enable us to expand the complex compliance into the
Maclaurin series with respect to 1/Q,, from which we may apply
the inverse Fourier transform to derive the creep function. We again
recall the fact that the complex modulus for the Kolsky model is the
first-order approximation of the one for the Kjartansson model. The
first-order Maclaurin series expansion of equation 18 with respect to
1/Qy results in the approximate creep function for the Kolsky
model, namely,

x(t) = JO[I—I—%(yE—s—ln

o e

QO-INDEPENDENT WEIGHTING FUNCTION

By analogy with the complex modulus for the GSLS model
(Carcione, 2014; Hao and Greenhalgh, 2019), we define a weighting

function, which is dimensionless and independent of the quality
factor, as follows:

W)= 1-iorg (24)

1—-iwty

where 7,; and 7,; are the Q-independent strain and stress relaxation
times in the /th term in the summation for the weighting function,
respectively.

Furthermore, we express W(w) as W(w) = Wr(w) — iW;(w),
where Wy and W, correspond to the real and imaginary parts, re-
spectively, and the minus sign in front of i follows the sign conven-
tion of the exponential term in the Fourier transform. We use
W(w) — Wg(w,) to fit the term inside the square brackets in equa-
tion 20, and then we split the result into the real and imaginary parts,
namely,

L 2 L 2
1 + o TelTsl 1 + wOTelT(rl
Wg(w) — Wg(wy) = -

12:1: 1+ a)zr(z;l 12:1: 1+ w%ril

2
~Zm| L (25)

T [ON)

i a)(T€I - Tal) S Il( ) (26)
= _— ) ).

= 1+ wszﬂ £

Equation 25 is always valid at @ = @, whatever the values of z,
and z,, are. The involvement of @, in equation 25 can be eliminated
by taking the first derivative with respect to . Finally, the cost
function is formulated as

1 L
S—— T
2(wU_a)L) Wy ;
L
wAT, 2
———1 dw, 27
(g e @

where A7, =1, —17,, and ®; and wy are the lower and upper
bounds of the positive frequency range of interest, respectively.
Equation 27 measures the mean-squared error, which may eliminate
the effect of the interval length of the frequency range on the cost
function.

Minimizing equation 27 is a nonlinear optimization problem. We
combine the dual-annealing method (e.g., Xiang et al., 1997) (a
global optimization method) and the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) method (e.g., Nocedal and Wright, 2006) (a local-
ized optimization method) to find the best solution. We implement
individually the dual-annealing method 20,000 times and obtain a
set of globally optimized solutions. From these solutions, we select
the optimal solution (i.e., the one that minimizes the cost function)
and then use it as the initial value for the BFGS method to find the
final optimized solution. The BFGS method requires the first partial
derivatives of the cost function with respect to the unknown param-
eters. These are provided in Appendix B.

® T(,,AT, B 1)2
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Tables 1, 2, 3, 4, 5, 6, 7, and 8 show the optimal values of the
parameters 7,; and Arz; obtained for the five- and six-element
weighting functions with different frequency ranges of interest.
A comparison between these tables shows that (1) the optimal val-

Table 5. The optimal parameters for the six-element
weighting function in the frequency range [1, 50] Hz.

Table 1. The optimal parameters for the five-element
weighting function in the frequency range [1, 50] Hz.

Tol (S)

Aty =14 =74 (8)

whn AW N =

3.5513403 x 107!
6.4907438 x 1072
1.8510729 x 1072
5.6320673 x 1073
1.1429090 x 1073

5.5479304 x 107!
5.5691466 x 1072
1.4094923 x 1072
4.4188133 x 1073
1.7382742 x 1073

Table 2. The optimal parameters for the five-element
weighting function in the frequency range [1,100] Hz.

Tol (S)

Aty =14 =174 (3)

whn A W N =

2.8834448 x 107!
4.7554203 x 1072
1.1745042 x 1072
3.2170335x 1073
6.2054849 x 107

4.4811122 x 107!
4.5510704 x 1072
9.8954582 x 1073
2.6901902 x 1073
9.5122738 x 10~*

Table 3. The optimal parameters for the five-element
weighting function in the frequency range [1,150] Hz.

Tol (S)

Aty =14 — 174 (3)

whn A W N =

2.2340486 x 107!
3.7233817 x 1072
8.6301965 x 1073
2.2599473 x 1073
4.2652419 x 10~

32107169 x 107!
3.7322062 x 1072
7.5762611 x 1073
1.9393628 x 1073
6.5631993 x 104

Table 4. The optimal parameters for the five-element
weighting function in the frequency range [1,200] Hz.

Tol (S)

ATl = Tel — Tgl (S)

O O R S

1.4388052 x 107!
2.6506214 x 1072
6.2887118 x 1073
1.6688598 x 1073
3.1668719 x 107*

1.8931948 x 107!
2.6022735 x 1072
5.4548056 x 1073
1.4214801 x 1073
4.8742543 x 107

Tol (5)

ATI = Tel — Tgl (S)

[ NS O S

4.4915262 x 107!
9.2934004 x 1072
3.1659618 x 1072
1.1748298 x 1072
4.2770492 x 1073
9.4659276 x 1074

6.8664148 x 10!
6.9600103 x 1072
2.0500434 x 1072
7.3165182 x 1073
2.9788159 x 1073
1.4201223 x 1073

Table 6. The optimal parameters for the six-element
weighting function in the frequency range [1,100] Hz.

l Tol (5) ATI = Tel — Tol (5)
1 3.8705303 x 107! 6.0103005 x 107!
2 7.3380142 x 1072 6.0613810 x 1072
3 2.2067095 x 1072 1.5991205 x 1072
4 7.3318632 x 1073 5.0255261 x 1073
5 2.4579583 x 1073 1.8124172 x 1073
6 5.2254525 x 10~ 7.8877463 x 10~
Table 7. The optimal parameters for the six-element

weighting function in the frequency range [1,150] Hz.

Tl (S)

ATI = Tel = Tol (S)

R W —

3.5583900 x 107!
6.3570120 x 1072
1.7663115 x 1072
5.4969651 x 1073
1.7573930 x 1073
3.6512446 x 104

5.5705567 x 10!
5.5796953 x 1072
1.3626618 x 1072
3.9678196 x 1073
1.3369547 x 1073
5.5311137 x 1074

Table 8. The optimal parameters for the six-element
weighting function in the frequency range [1, 200] Hz.

Tol (S)

ATl = Tel — Tol (S)

[N O S

3.3462365 x 107!
5.7203494 x 1072
1.4998295 x 1072
4.4582319 x 1073
1.3793789 x 1073
2.8209314 x 1074

5.2512642 x 107!
5.2461629 x 1072
1.2071172 x 1072
3.3304998 x 1073
1.0715824 x 1073
4.2837752 x 107
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ues of the parameters in a weighting function of a fixed number of
elements will decrease with a widening of the frequency range of
interest (Tables 1-4) and (2) for a fixed frequency range of interest,
the optimal values of the parameters are varied widely by increasing
the number of elements in the weighting function (Tables 1 and 5).
Table 9 shows that (1) for a weighting function with a fixed number
of elements increasing the frequency range of interest decreases the
accuracy of the optimal parameters and (2) for a fixed frequency
range of interest increasing the number of elements in a weighting
function improves the accuracy of the optimal parameters.

THE NEARLY CONSTANT Q MODELS OF THE
GSLS TYPE

Adopting the method shown in the previous section, we find the
optimal relaxation times 7,; and 7, and determine the weighting
function W(w) (equation 24) in a frequency range of interest. The
weighting function is similar in form to the complex modulus for
the GSLS model, but this function is dimensionless and independent
of the medium parameters (i.e., the reference modulus and quality
factor). In this section, we use this weighting function to approxi-
mately represent the complex moduli for the Kolsky and Kjartansson
models, which yield the nearly constant Q models of the GSLS type.
The complex moduli for these two new models are the first- and sec-
ond-order polynomials with respect to the reference quality factor;
hence, we call them the first- and second-order nearly constant Q
models for convenience throughout the remainder of this paper.

The first-order nearly constant Q model

The first-order nearly constant Q model is an approximation for
the Kolsky model. It results from retaining just the first two terms
(the zeroth and first orders in 1/Q) in the Maclaurin series expan-
sion for the Kjartansson model (equation 21). The substitution of
equations 25 and 26 into equation 21 leads to the complex modulus
for the first-order nearly constant Q model:

M(w) = {1+Q10[W<w>—wk<wo>}}, 8)

where W(w) — Wr(wy) is given by

L
Z 1 —lan'd
1—-iwzy

=1 =1 1+ WyTs

2
1+ w577y

W (@) —Wg(w) (29)

This complex modulus can be rewritten as the complex modulus of
the GSLS model:

RZI_"UT (30)

lCl)TO.[

! ! 3
where Mj and 7/, are given by

L
M}, —M0<K+QO> 31)

,  KQoTs + Lty

- , 32
ol T 0, F L (32)

with
1 1+ W3Te Ty
k=1-—) 0l 33)

Hence, the first-order nearly constant Q model is identical to the
GSLS model.

Referring to the quality factor definition (equation 3), the quality
factor for the first-order nearly constant Q model is written as

1 W) <1> 1
L. =) ~—, 34
o 0 “\a)%0 G

where we already apply equation 26 for a positive frequency and a
weak attenuation case (1/Q, < 1) to the term on the far-right side of
equation 34. Equation 34 indicates that the first-order nearly constant
QO model will become closer to being constant Q as Q increases.

Referring to equation 4, the phase velocity for the first-order
nearly constant Q model is written approximately as

v~vo{1+2iQ0[WR<> WR<wo>1}, (35)

where vy = \/M,/p denotes the reference velocity corresponding
to Qyp = oo and p denotes the density. Here, we already take into

account the first two terms in the Maclaurin series expansion of the
phase velocity with respect to 1/Q,. Equation 35 indicates that, in a
weak attenuation case (1/Qy < 1), the frequency variation of the
phase velocity for the first-order nearly constant Q model is char-
acterized by the real part of the weighting function.

The relaxation function is linked to the complex modulus through
equation 12. As illustrated in equation 24, the weighting function
W(w) is similar in form to the modulus of the GSLS model (Hao
and Greenhalgh, 2019). Hence, we may ascertain the relaxation
function corresponding to the complex modulus defined as the
weighting function. Because equation 12, as an integral-differential
equation for (1), is linear, the relaxation function corresponding to
the complex modulus M (@) = W(w) — Wg(w,), where we ignore
the physical dimension between the complex modulus and the
weighting function, can be obtained by the same combination of
the relaxation functions corresponding to the complex moduli
M(w) = W(w) and M(w) = Wg(wy), respectively. Furthermore,
we may determine the relaxation function corresponding to the
complex modulus in equation 28.

The creep function is linked to the complex compliance through
equation 14. The complex compliance is the reciprocal of the com-
plex modulus, as shown in equation 15. From equation 28, we may
obtain the complex compliance for the first-order nearly constant Q

Table 9. The variation of the minimum of the cost function
(equation 27) with the number of the weighting function
elements L and the frequency range of interest.

L [1, 50] Hz [1, 100] Hz [1, 150] Hz [1, 200] Hz
5 91811077 3.693x107° 6811x107% 8.659%x 1076
6 4.561x107% 2376x1077 5472x1077 9.264 x 1077
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model. The Maclaurin series of the complex compliance with
respect to 1/Q, involves the term W(w) — Wr(w,) as a common
factor in the series coefficients. We note that equation 14 is math-
ematically identical to equation 12. Following a similar idea as to
how we deal with the relaxation function, we may derive the creep
function for the first-order nearly constant O model. The only dif-
ference is that here the weighting function W(w) is interpreted as
the complex compliance, whereas it is viewed as the complex
modulus when we deal with the relaxation function. The complete
derivations of the relaxation and creep functions are given in
Appendix C. The results are summarized here.

The relaxation function for the first-order nearly constant Q
model is given by

(36)

The creep function for the first-order model is given by

10 =0+ 30

n
n=1 0

(38)

where Jy = 1/M, denotes the reference compliance and the
function ¢ {n) (¢) is defined as

S()oL(1) -+ OL(1)
é‘<">(¢) = v ,
(1),

ifn>1,
if n=1.

(39)

The second-order nearly constant Q model

The complex modulus of the second-order nearly constant Q
model is an approximation for the second-order Maclaurin series
expansion of the complex modulus for the Kjartansson model.
Replacing the term inside the brackets in equation 20 by
Wg(@w) — Wg(wp), the complex modulus for the second-order
nearly constant Q model is written as

M@=%%+éW@%WMM

1

+ 2—Q(2) (40)

ww—mmw}

This complex modulus involves the second-order term with respect
to W(w) — Wg(w,), which makes it distinct in form from the com-
plex modulus for the GSLS model. Because the first-order nearly
constant Q model is identical to the GSLS model, we may call the
second-order nearly constant Q model the quasi-GSLS model of
nearly constant Q.

Hao and Greenhalgh

We may use the same method to derive the relaxation and creep
functions for the second-order nearly constant Q model as we did
for the first-order nearly constant Q model. Their derivation can be
found in Appendix C. The results are summarized here.

The relaxation function for the second-order nearly constant Q
model is given by

() = Mol HO) + 500 + 352600 ).

Qo

The creep function for the second-order nearly constant Q model

is given by
)n
22n Q4n

-I-JozzanMH gl ()

2(6) = JoH(1) + Jy Z ) (n)

+Jo Z 22n+1 Q4n+2 2 (r) (42)

Relaxed and unrelaxed moduli

Unlike the Kolsky and Kjartansson models, the complex moduli
for the first- and second-order nearly constant Q models are physi-
cally plausible (i.e., bounded) at zero and infinite frequencies. We
now consider these two special cases: (1) Both models are fully
relaxed, which corresponds to @ = 0, and (2) both models are com-
pletely unrelaxed, which corresponds to @ = oo

In the first case, the relaxed modulus for the second-order nearly
constant Q model is given by

1 L

5l
1 L o3ty At,\2

+ ﬁ (Z 1 2.2 ) ]
05 \= 1 + w57,

In the second case, the unrelaxed modulus for the second-order
nearly constant Q model is given by

1 AT]
M =My 1+— ~ 1+ 0272 )
unrelax 0{ + QO |:Z T(;](l + w(z)T(Zrl):|

N 1 [XL: At
20} | & (1 + a7,

27 1A
M ax = My |:] %ol TZ)

)
1 + wpzy,

(43)

(44)

where M .1.x and M .« denote the relaxed and unrelaxed moduli,
respectively.

The relaxed and unrelaxed moduli for the first-order nearly
constant Q model are the result of truncating equations 43 and 44,
respectively, up to the first-order accuracy with respect to 1/Q,.
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Scaling the valid frequency range

An important property of the weighting function is that of
scaling, which is true for the first- and second-order nearly constant
Q models as a consequence. We assume that Tg) and 1'6?) are the
relaxation times defined in the frequency range [w;,wy] before
scaling. By introducing a scaling factor & (£ > 0), the valid
frequency range is scaled to [éw;,Ewy] by using the following

relaxation times:

(a) T(lly) (a) T(I;)
g =-, ) =", (45)
! ¢ ! ¢

where 12';) and 1((;;) denote the relaxation times in the frequency

range [fw;, Ewy] after scaling. This scaling enables us to use the
coefficients (Tables 1-8 and 10) over other frequency ranges that
might be encountered in practice.

A comparison with the Kolsky and Kjartansson
models

Here, we show a numerical example to compare the first- and
second-order nearly constant Q models with the Kolsky and
Kjartansson models and the GSLS model for nearly constant Q,
determined by the 7 method (Blanch et al., 1995; Bohlen, 2002).
We investigate four attenuation cases: the weak attenuation case
(Qo = 100), the moderate attenuation case (Q, = 60), the strong
attenuation case (Qqy = 30), and the extremely strong attenuation
case (Qp = 5), where Q, denotes the reference quality factor in
a considered model. The frequency range of interest is taken as
[1, 200] Hz. The reference frequency is f, = 40 Hz, which is used
to determine the reference angular frequency w, in the complex
moduli for all of these models. We assume the density to be
p = 103 kg/m3, we set the reference velocity as v, = 3 km/s, and
we use the parameters shown in Table 4 to determine the complex
moduli, the relaxation functions, and the creep functions for the
first- and second-order nearly constant Q models.

We first analyze the quality factor and velocity for these dissipa-
tive models. The complex moduli for the Kolsky and Kjartansson
models and the first- and second-order models, from which the
quality factor and the phase velocity are calculated, are given in
equations 19, 21, 28, and 40, respectively. For the first- and sec-
ond-order nearly constant Q models, the relaxation times in the
weighting function are shown in Table 4. The complex modulus for
the GSLS model for nearly constant Q, the relaxation times of
which are determined by the 7 method (see Table 10), has the same
form as equation 30, but parameter M}, is determined by fitting at

T247

® = wy the real part of equation 30 with the real part of equation 19.
As illustrated in Figure 1, except for frequencies quite close to 1 Hz
(the lower bound of the frequency range of interest), the quality
factors for the first- and second-order nearly constant Q0 models
match well with those for the Kolsky and Kjartansson models, re-
spectively, and their respective maximum deviations are less than
one in all of the attenuation cases. From the perspective of approxi-
mation, the term 1/Q, governs the deviation of the complex moduli
for the first- and second-order nearly constant Q models from those
for the Kolsky and Kjartansson models, as illustrated in equations 28
and 40. With the increase in Q, the complex moduli for the first-
and second-order nearly constant Q models become closer to those
for the Kolsky and Kjartansson models. The quality factor curves
(the dashed blue lines) from the GSLS model are of an oscillatory
shape except for the extremely strong attenuation case (Q, = 5).
Figure 2 shows that, except for the extremely strong attenuation
case, the first- and second-order nearly constant Q models, the
Kolsky model, and the Kjartansson model have almost the same
velocity variation in the frequency range of interest, which implies

3)104 3 —— Kjar -+ Second b)64 — Kjar ==+ Second
:; ,’\\ Kols == GSLS A % Kols —— GSLS
] i i
10293, First , a - First
1.1 \ . 1N .7
o 1Ty en e el o a0 0 a8
100 17~ [N = Z
] \ ’ 60 2
: 1 \ 7 ‘ T N g
I \ 1 -
9811 St \ ] Sele-
] hi 81w
06 1\
1 50 100 150 200 1 50 100 150 200
f (Hz) f (Hz)
c) 34 —— Kjar =+ Second d) —— Kjar ==+ Second
Kols == GSLS s Kols == GSLS
First i
2 i First
o B o~ - 06
L./ » = ke
30 F1y = -
£ | S~ --
A7 44
28
2

1 50 100 150 200 1 50 100 150 200
f (Hz) f (Hz)

Figure 1. The variation of the quality factor with frequency in
(a) the weak attenuation case (Qy = 100), (b) the moderate attenu-
ation case (Q( = 60), (c) the strong attenuation case (Q, = 30), and
(d) the extremely strong attenuation case (Q, = 5). The legend ab-
breviations “Kols,” “Kjar,” “First,” and “Second” denote the Kolsky
model, the Kjartansson model, and the first- and second-order
nearly constant Q models, respectively. The legend abbreviation
“GSLS” denotes the generalized SLS model for nearly constant
Q, determined by the r method, and the optimized coefficients
in the complex modulus formula 30 for this model can be found
in Table 10.

Table 10. The optimal parameters for the GSLS model (equation 30) with five elements, determined by the 7 method (Blanch
et al., 1995; Bohlen, 2002) for various constant Q values in the frequency range [1,200] Hz. In the following table, 7 is given by

— 4 H ’
T = 1/,/T5 — 1, from which z/, can be known.

753 (S)

T4 (S)

65 (S)

Qo T 751 (8) Tp (S)

5 2.0521 6.652208 x 1072 6.964370 x 1073
30 2.433 % 107! 8.985713 x 1072 1.147818 x 1072
60 1.164 x 107! 9.043722 x 1072 1.229250 x 1072
100 6.860 x 1072 9.046149 x 1072 1.261133 x 1072

1.084894 x 1073
1.445100 x 1073
1.524493 x 1073
1.555575 x 1073

4.007076 x 10~
1.991529 x 10~
1.990469 x 10~
1.990116 x 10~

2.43423489 x 1073

1.59155135 x 107>
1.59155038 x 1073
1.59155013 x 1073
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Figure 2. The variation of the phase velocity with frequency. The
plot order, the legend abbreviations, and the parameters are the same
as those in Figure 1.
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Figure 3. The variation of the relaxation function with frequency.
The plot order, the legend abbreviations, and the parameters are the
same as those in Figure 1.
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Figure 4. The variation of the creep function with frequency. The
plot order, the legend abbreviations, and the parameters are the same
as those in Figure 1.

Hao and Greenhalgh

that the effect of the second term 1/Q3 on the phase velocity is
negligible even for the strong attenuation case (Qy = 30). In the
extremely strong attenuation case (Qqp = 5), the velocities from
the first- and second-order nearly constant Q models are quite close
to those from the Kolsky and Kjartansson models, respectively.
However, a difference is observable between the velocities from
the Kolsky and Kjartansson models. In all four attenuation cases,
the velocity from the GSLS model is close to that for the Kjartans-
son model, although a slight difference between them can be found
in particular for high frequencies ([150,200] Hz).

We next analyze the relaxation and creep functions. The relaxation
functions for the Kolsky and Kjartansson models and the first- and
second-order nearly constant Q models are given in equations 16, 22,
36, and 41, respectively. Figure 3 shows a comparison between the
relaxation functions for all these dissipative models except the GSLS
model. Unlike the results for quality factor and velocity, only in the
weak attenuation case do the relaxation functions for the first- and
second-order nearly constant Q models match with those for the Kol-
sky and Kjartansson models, respectively. Their difference increases
with 1/Q,. However, the relaxation functions for the first- and
second-order constant Q models have a similar frequency variation
trend. The relaxation function for the Kjartansson model is close to
that for the Kolsky model in the strong attenuation case (Qy = 30).
The difference between the relaxation functions for all of the models
decreases as the quality factor parameter Q, increases. The creep
functions for the Kolsky and Kjartansson models and the first-
and second-order nearly constant Q models are given in equations 18,
23, 38, and 42, respectively. The series in equations 38 and 42 are
truncated up to n = 36, which ensures that the truncated series ap-
proach the exact results as much as possible. As shown in Figure 4,
we reach a similar conclusion for the creep functions.

Finally, we compare the first- and second-order nearly constant Q
models with the Kolsky and Kjartansson models, from a theoretical
perspective. Comparing equations 28 and 40 with equations 19 and
21 at zero and infinite frequencies, we may find that (1) the relaxed
and unrelaxed moduli (corresponding to @ = 0 and @ = oo, respec-
tively) for the first- and second-order nearly constant Q models are
finite and physically plausible, (2) the relaxed moduli for the Kolsky
and Kjartansson models are negative infinity and zero, respectively,
and (3) the unrelaxed moduli for the Kolsky and Kjartansson models
are complex infinity. Zero or infinite modulus does not exist for real
rocks. Besides, the relaxation and creep functions for the first- and
second-order nearly constant Q models are quite different from those
for the Kolsky and Kjartansson models. Equations 36 and 41 show
that the relaxation functions for the first- and second-order nearly
constant Q models are finite and positive at infinite time, respectively.
However, equations 16 and 22 show that the relaxation functions for
the Kolsky and Kjartansson models are negative infinity and zero at
infinite time, respectively. These two cases cannot happen in real
rocks. From equations 38 and 42, it is hard to know the values of
the creep functions for the first- and second-order nearly constant
0O models at t = oo. Our numerical testing shows that the creep func-
tions for the first- and second-order nearly constant Q models tend to
finite values as the time increases. Equations 18 and 23 show that the
creep functions for the Kolsky and Kjartansson models increase with
time and finally approach infinity. The physical meaning of the creep
function is the strain response of a unit step function in stress, starting
at zero time. For real rocks, it cannot happen that this strain response
becomes infinitely large.
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Overall, the first- and second-order nearly constant Q models are
distinct from the Kolsky and Kjartansson models, although the com-
plex moduli for these two new models are quite close to the complex
moduli for these two existing models in a frequency range of interest.
The Kolsky and Kjartansson models exhibit nonphysical behavior at
very low and very high frequencies, but they can be used to interpret
observations of the nearly constant Q in a frequency range of interest.

VISCOACOUSTIC WAVE EQUATIONS

The viscoacoustic wave equation for a general dissipative model
can be formulated from the constitutive relations, the relationship
between stress and pressure, the relationship between the cubical
dilatation and the particle displacement (or the strain), and the equa-
tion of motion. The viscoacoustic wave equation for a general dis-
sipative model is expressed as

o°P
o d(1)O(V2P) + S, (46)
where ¢ (1) =w(t)/p denotes the density-normalized relaxation
function, P denotes the pressure, and p and S denote the density
and source, respectively. The term V2 = d?/dx?> + d*/dy*+
0?/0z* denotes the Laplacian operator, where x, y, and z denote
the Cartesian coordinates.

The viscoacoustic wave equation 46 is essentially an integral-differ-
ential equation. For the first- and second-order nearly constant Q mod-
els, we may transform it to a differential form, which may be solved
efficiently by multiple time-domain methods as mentioned previously.

From equation 29, we rewrite the term W(w) — W(w,) as

W(w) = Wg(@y) = g - h(w), (47)
with
L % -1
=2 T “8)
L % -1
ho) =3 (49)

We substitute moduli 28 and 40 for the first- and second-order
nearly constant Q models into the frequency-domain viscoacoustic
wave equation, and we further substitute equation 47 with equa-
tions 48 and 49. We next adopt the first of the frequency-domain
methods in Hao and Greenhalgh (2019) to derive the viscoacoustic
wave equations in differential form. The derivation is given in detail
in Appendix D. In fact, these wave equations may also be obtained
by the time-domain methods in Hao and Greenhalgh (2019). The
viscoacoustic wave equations are summarized next.

For the first-order nearly constant Q model, the viscoacoustic
wave equations are given by

P £
7= U%JVZP—U%IZr,—i—S,
=1
9 1
T VP -y, (50)
ot Tsl

with
vg:%<y+éﬁ, 51)
2
2 Yo
vy = —, 52)
170,
1
s,(m—1>, (53)
Tsl \Tsl

where vy = \/M,/p denotes the reference velocity corresponding
to Qg = o (no attenuation). The term vy denotes the unrelaxed
velocity corresponding to @ = oo, vy denotes the velocity corre-
sponding to the coefficient in front of 4(w) in equation D-5 of Ap-
pendix D, S denotes the source term, and g is given in equation 48.

For the second-order nearly constant Q model, the viscoacoustic
wave equations are written as

PP 5np 2 NS, 2 NSO
P UVP_”erz +”H22r1 +S,
=1 =1

ar;l) 1 (1)
=5 VP ——r"/,
dt ! To'l rl
)
or) m_1 o
p” :sl;rl o (54)
with
2
w-wo+9+g), (55)
v Qo 203
2
%:&O+i) (56)
Qo Qo
2
- v,
v%,zzﬁ, (57)
0

where 7, denotes the unrelaxed velocity for the second-order nearly
constant Q model, corresponding to @ = o0; ¥y; and vy, denote
the velocities corresponding to the coefficients in front of A(w)
and h*(w) in equation D-11, respectively; and g and s; are given
in equations 48 and 53, respectively. Ignoring the terms associated
with 1/Q3, the viscoacoustic wave equations 54 for the second-
order nearly constant Q model reduce to the viscoacoustic wave
equations 50 for the first-order nearly constant Q model.

NUMERICAL EXAMPLES OF WAVE
PROPAGATION

In the first example, we analyze the dissipative waves generated
by a point source in the Kjartansson model, the Kolsky model, the
first- and second-order nearly constant Q models, and the GSLS
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model determined by the 7z method (Blanch et al., 1995; Bohlen,
2002). The point-source solution of the acoustic wave equation
can be found in Aki and Richards (1980) and Pujol (2003), and
its frequency-domain version can be obtained by the Fourier trans-

a) 1.0 b) 2]
0.5 1 "‘; 151
w '>_<' 1.0 1
0.07 < o5
—VU.. T T T T T 0.01 T T T
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0 50 100 150
t(s) f (Hz)

Figure 5. A Ricker wavelet and its amplitude spectrum. The dom-
inant frequency of the Ricker wavelet is 40 Hz.

a) 61 —— Kjar -+ Second b) 61 —— Kjar  ++++ Second
Kols == GSLS Kols == GSLS

— 4] “ee First 4] See First

T T

S 2 S 2

X X

a a

0.2 0.3 0.4 0.5 0.6 0.7 0.2 0.3 0.4 0.5 0.6 0.7
t(s) t(s)
C) 24 —— Kjar  +-+-Second d) 41
Kols == GSLS
. - First . 2
T 1 b
S S0
X 0 X
Y v’ Q —24
—14 —4
0.2 0.3 0.4 0.5 0.6 0.7 0.2 0.3 0.4 0.5 0.6 0.7

t(s) t(s)

Figure 6. Waveforms at a propagation distance of » =1 km in
(a) the weak attenuation case (Q, = 100), (b) the moderate attenu-
ation case (Q, = 60), (c) the strong attenuation case (Q, = 30), and
(d) the extremely strong attenuation case (Qy = 5). The legend ab-
breviations are the same as in Figure 1.
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Figure 7. Similar to Figure 6 but at a propagation distance r = 3
km.

Hao and Greenhalgh

form (equation 1). According to the correspondence principle
(Ben-Menahem and Singh, 1981), we may replace the real modulus
in the frequency-domain point-source solution of the acoustic wave
equation by the complex modulus, to obtain the solution of the vis-
coacoustic wave equation. As an alternative, we may directly sim-
plify the point-source solution of the viscoacoustic anisotropic wave
equation in Hao and Alkhalifah (2019) to the isotropic case.

The time-domain viscoacoustic wave equation is given in equa-
tion 46. We denote the source term as S = F§(x), where F denotes
the source wavelet in the time domain and its dimension is set as 10°
Pa. This is to make the plot ordinate amplitudes clearer and more
reasonable by eliminating the effect of the distance dimension
(km = 10° m) and the velocity dimension (km/s = 103 m/s) squared
in the denominator term on the magnitude of the point-source
solution. The term §(.) denotes the Dirac delta function, and x de-
notes the Cartesian coordinate vector. As illustrated in Figure 5, the
source function is a Ricker wavelet with a unit peak amplitude and
dominant frequency of 40 Hz. The amplitude spectrum of the source
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=
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Figure 8. The amplitude spectra of the waveforms at a propagation
distance r =1 km in (a) the weak attenuation case (Q, = 100),
(b) the moderate attenuation case (Qy = 60), (c) the strong attenu-
ation case (Q( = 30), and (d) the extremely strong attenuation case
(Qp = 5). The corresponding waveforms are shown in Figure 6.
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Figure 9. Similar to Figure 8 but at a propagation distance
r = 3 km, and the corresponding waveforms are shown in Figure 7.
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wavelet is distributed over frequencies much less than 200 Hz,
which is the upper bound of the frequency range of interest for
the relaxation time parameters in Table 4. Referring to equation 45,
we choose the scaling factor & = 0.65 to scale the parameters shown
in Table 4 valid for the frequency range [1,200] Hz to those valid
for the frequency range [0.65,130] Hz. The amplitude spectrum of
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0.25

S
£ 050

1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5
Vo (km/s)
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Figure 10. The dissipative Marmousi model. The medium param-
eters vy = /My /p and Q, denote the reference velocity and qual-
ity factor in the Kjartansson model, where M, denotes the velocity
corresponding to Oy = oo and p denotes the density.

t(s)

0.0 0.5 1.0 15 2.0 2.5 3.0 0.0 0.5 1.0
x (km)

X (km)

the source wavelet is completely concentrated inside the frequency
range after scaling. In all of these dissipative models, the reference
frequency is set as f, = 40 Hz, the corresponding reference angular
frequency is known from wy = 2z f, and the reference velocity is
set as vy = 3 km/s. To sufficiently analyze the effect of dissipation
on wave propagation, we consider the following four attenuation
cases: (1) weak attenuation (Q, = 100), (2) moderate attenuation
(Qp = 60), (3) strong attenuation (Q, = 30), and (4) extremely
strong attenuation (Qy = 5). Here, Q is the reference quality factor
in a considered dissipative model.

We next calculate the waveforms and their spectra in the dissi-
pative models. Figures 6 and 7 show that the waveforms from the
first- and second-order nearly constant Q models and the GSLS
model for nearly constant Q fit well with those from the Kjartansson
and Kolsky models in the attenuation cases from weak to strong
(Qp = 100, 60, and 30), but not for the extremely strong attenuation
case (Qp = 5). Reasonable fits in the amplitude spectra of the wave-
forms are also observed, as illustrated in Figures 8 and 9. This im-
plies that even in a strongly dissipative medium (Qy = 30), the first-
and second-order nearly constant Q models are good substitutes for
the Kolsky and Kjartansson models, and the first-order nearly con-
stant Q model is enough to satisfy the need of constant Q. The am-
plitude spectra of the waveforms from the GSLS model deviate
slightly from those from the Kjartansson model. We now analyze
the results in the extremely strong attenuation case (Qy = 5). As
illustrated in Figure 6d, in the extremely strong attenuation case,
the waveforms at » = 1 km from the first- and second-order nearly
constant Q models fit with those from the Kolsky and Kjartansson
models, respectively. Except for the late-arrival trough, the wave-
form from the GSLS model typically fits that from the Kjartansson
model. Comparing Figure 6d with Figure 7d shows that the wave-
form difference between the second-order nearly constant O model
and the Kjartansson model varies substantially at distances of 1 and
3 km in the extremely strong attenuation case (Qy = 5). A similar
phenomenon can be found in the waveform difference between the
GSLS model and the Kjartansson model. The wave amplitude
decay caused by energy absorption is proportional to the factor
exp[—wr/(2VQ)], where V and Q denote the phase velocity and

©) oo

0.5

2.0 2.5 3.0 0.0 0.5 1.0 1.5 2.0 25 3.0
x (km)

Figure 11. A comparison between the seismograms from (a) the acoustic wave equation and (b) the viscoacoustic wave equations for the first-
order nearly constant Q model and (c) the viscoacoustic wave equations for the second-order nearly constant Q model. In these plots, the direct

arrivals are removed already. The gain function 108

is applied to the seismic data, where ¢ denotes the time.
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Figure 12. A comparison between the single-trace nondissipative
and dissipative seismograms recorded at x = 0.325 km. These sin-
gle-trace seismograms are extracted from the seismograms in Fig-
ure 7. The black lines correspond to the acoustic waveforms. The
red and dashed cyan lines correspond to the dissipative waveforms
from the viscoacoustic wave equations for the first- and second-or-
der nearly constant Q models, respectively. The gain function %8 is
applied to the seismic data, where ¢ denotes the time.
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Figure 13. Similar to Figure 8, but recorded at x = 1.665 km (ver-
tically above the source position).
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Figure 14. Similar to Figure 8, but recorded at x = 2.825 km.
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the quality factor, respectively, at a specific frequency. This factor
shows that the amplitude error caused by errors in the phase velocity
and the quality factor will be amplified with the propagation dis-
tance. However, Figures 6d and 7d show that the waveform from
the first-order nearly constant Q model still fits quite well with that
from the Kolsky model, which means that the first-order nearly con-
stant Q model can completely replace the Kolsky model in nearly
constant Q dissipative wave propagation even in the extremely
strong attenuation case (Q = 5).

An overall analysis on the dissipative waveforms (Figures 6 and
7) shows that (1) the decay of dissipative waveforms increases with
medium attenuation strength (characterized by 1/0Q,) and propaga-
tion distance r and (2) the late-arrival trough of the dissipative wave-
forms is attenuated more significantly than the early-arrival trough
of the dissipative waveforms. This behavior becomes more and
more obvious with increase in 1/Q, and r, and it is distinct from
the behavior of the nondissipative waveforms and (3) the dissipative
waveforms are extended in time with increasing 1/Q, and r,
whereas the nondissipative waveforms show no broadening with
increasing distance. An overall comparison between the dissipative
waveforms (Figures 8 and 9) indicates that (1) the central frequency
of the dissipative amplitude spectra, which corresponds to the peak
of an amplitude spectrum, shifts toward lower frequency with in-
creasing 1/Q, and r. This phenomenon is quite obvious in the case
of strong attenuation and large propagation distance. However, the
central frequency of the nondissipative amplitude spectra does not
vary with r and (2) apart from the change in magnitude, the dissi-
pative amplitude spectra shift to lower frequency with increasing
1/Qy and r. In fact, these phenomena associated with the dissipa-
tive waveforms and amplitude spectra result mainly from the veloc-
ity dispersion because the quality factors for the dissipative models
discussed here are either exactly independent of frequency (i.e., the
Kjartansson model) or nearly independent of frequency (i.e., the
Kolsky model and the first- and second-order nearly constant Q
models), as known already from Figure 1.

In the second example, we compare the reflection seismograms
from the nondissipative and dissipative Marmousi models. We
implemented the finite-difference method (Carcione, 2014) to solve
the acoustic wave equation and the viscoacoustic wave equations
(equations 50 and 54). The second derivatives 0°/dx> and
0%/0z% in the Laplacian operator are computed by applying the
14th-order staggered-grid finite-difference operator of the first
derivative twice. The finite-difference stencil weights can be found
in Table 3 of Chu and Stoffa (2012). Figure 10 shows the dissipative
Marmousi model defined at the reference frequency f, = 40 Hz,
where the velocity varies from 1.5 to 5.5 km/s and the quality fac-
tor varies from 80 to infinity. The nondissipative Marmousi model
shares the same velocity with the dissipative Marmousi model at the
reference frequency. The top layer in the Marmousi model is a water
layer of 100 m thickness. A point source with a 40 Hz Ricker wave-
let (Figure 5) is located in the center of the water layer, the x- and z-
coordinates of which are 1.665 km and 0.05 km, respectively. The
receivers are floating at the same depth as the source, and the
receiver spacing is 0.05 km. As illustrated in Figure 11, the dissi-
pative seismograms include fewer high-frequency components than
the nondissipative seismograms. Figures 12, 13, and 14 compare the
seismograms from the acoustic wave equation and the viscoacoustic
wave equations for the first- and second-order nearly constant Q
models. Because this dissipative Marmousi model is only weakly
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lossy (the minimum quality factor is 80), the seismograms calcu-
lated by using the viscoacoustic wave equations for the first- and
second-order constant Q models are quite close to each other. This
means that the first-order nearly constant Q model and the corre-
sponding wave equations are enough for modeling wave propaga-
tion in weakly dissipative constant ( media. Although the
dissipative Marmousi model is not strongly dissipative, apart from
the reflection from the water and solid interface at z = 100 m, the
reflection signals from the dissipative model are clearly weaker and
flatter than the nondissipative ones because the velocity dispersion
effect broadens the waveforms and the energy absorption effect
decays the wave amplitudes in the dissipative model.

DISCUSSION

Regarding the novel weighting function method, a few relevant
extensions and issues are discussed next.

Extending the method to a class of dissipative models

We used the Q-independent weighting function, which has a
form similar to the complex modulus for the GSLS model, to build
the first- and second-order nearly constant Q models. In fact, this
method can be extended to cater to a class of dissipative models, for
which we want to obtain the wave equation in differential form. The
complex modulus for this class of models is denoted by M(w, Q).
Here, the quality factor parameter Q, controls the dissipation level
of these models. The Maclaurin series expansion of the complex
modulus is written as

1
M(w, Q) = My |1 +%Z’) n “"’Q(g’) i 0<Q—3>}, (58)

where M, denotes the reference modulus in the nondissipative case
(Qp = o0). Quantities a; and a, denote the first- and second-order
coefficients normalized by the reference modulus; hence, they are
dimensionless. We may deliberately choose the weighting functions
to represent these coefficients, so that we derive the corresponding
wave equations in differential form.

Regarding the choice of the weighting function, it is well known
that the Kelvin-Voigt model, the Maxwell model, and the SLS
model and its generalized version can yield the wave equations
in differential form (e.g., Carcione, 2014; Hao and Alkhalifah,
2019; Hao and Greenhalgh, 2019). The same applies to a linear
combination of these models.

Higher order nearly constant Q models

The proposed weighting function method was used to build the
first- and second-order nearly constant Q models and derive the cor-
responding viscoacoustic wave equations. In fact, higher order nearly
constant Q models can be obtained in a similar manner. We only need
to retain more terms in the Maclaurin series expansion of the complex
modulus for the Kjartansson model (equation 20) with respect to
1/Qy. The corresponding viscoacoustic wave equations can be ob-
tained by referring to the derivation of the viscoacoustic wave equa-
tions for the second-order nearly constant Q model (see Appendix D).
Although higher order models are closer to the Kjartansson model in
the frequency range of interest, they lack a practical value in seismol-

ogy because the second-order model is sufficiently accurate in the
case of very strong attenuation.

Calibration of the model parameters

We started with the Kjartansson model, which is characterized by
the reference quality factor Q, and modulus M, (corresponding to
Qg = ), to obtain the Kolsky model, and we further proposed the
first- and second-order nearly constant Q models. However, for both
nearly constant Q models, the velocity and quality factor vary with
frequency, although such variations with frequency are only mild in a
weakly dissipative case. In practice, it is convenient to describe a dis-
sipative medium by the parameters defined at the dominant frequency
of a source wavelet. We define the medium parameters at the refer-
ence angular frequency w,. = , as: M. (the real part of the complex
modulus) and Q.. (the quality factor). For the first-order nearly con-
stant Q model, we may observe that My = M, and Q, = Q. from
equation 28 together with equation 26. For the second-order nearly
constant Q model, the reference modulus and quality factor can be
expressed as

203
LZQ%_lv

1
QOZE(QC+\/Q3+2), (60)

where we have used the complex modulus M.(1 —i/Q.) to fit the
modulus (equation 40) at the reference frequency w, and taken ac-
count of the approximation W;(w,.) =~ 1 according to equation 26.

My=M (59)

Extension of the proposed models to realistic (visco-
elastic and/or anisotropic) media

Although we only considered viscoacousticity in this paper, the
first- and second-order nearly constant Q models can be easily
extended to viscoelasticity and anisotropy. The extension of the
second-order nearly constant Q model to its viscoelastic and aniso-
tropic versions only requires changing the modulus and quality
factor parameters to tensors. For example, the viscoelastic and aniso-
tropic stiffness coefficients in the first-order nearly constant Q model
are written as

1

QO,mnpq

(W(@) = Wg(wp)] },
(61)

where M,,,,, denotes the components of the complex stiffness
coefficient tensor; Qg u,p, denotes the components of the reference
quality factor tensor, which are the ratios of the real parts of
M, 4 to their imaginary parts; and M, ,,, ,, denotes the components
of the reference stiffness coefficient tensor corresponding to
QO,mnpq = 0.

The viscoelastic and anisotropic versions of the second-order
nearly constant Q model can be obtained in a similar manner. By
taking account of the acoustic approximation (Hao and Alkhalifah,
2019), we may obtain the viscoacoustic anisotropic (transversely
isotropic and orthorhombic) versions of these two models. Further-
more, the corresponding viscoacoustic anisotropic wave equations in

anpq(w) = MO,mnpq{l +
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differential form can be obtained by referring to Hao and Green-
halgh (2019).

An alternative method to determine the weighting
function

As shown in equation 27, we build the cost function by taking
account of the real and imaginary parts of the term in the square
brackets in equation 20. Here, we provide an alternative method
to determine the weighting function. It involves fitting the imagi-
nary part of that term with the imaginary part of the weighing func-
tion. Hence, the cost function is written as

WAt

~ 1 wy L 2
Gziz(wy—wL)LL (;71+wzr§1_1) do.  (62)

We adopt the same optimization scheme as shown in the “Q-in-
dependent weighting function” section to minimize the cost func-
tion. Table 11 lists the values of the optimal parameters z,; and
Az, =1, —7,. We choose a reference velocity of vy =3 km/s
and a density of p = 103 kg/m?, which are the same as those used
in Figures 1-4. Substitution of these values into equations 28 and 40

Table 11. The optimal parameters for the five-element
weighting function, which are obtained by minimizing the
new cost function (equation 62), in the frequency range
[1,200] Hz.

l 75 (8) Aty =1y — 14 (8)
1 1.8230838 x 10~! 2.7518001 x 10~
2 3.2947348 x 1072 3.0329269 x 1072
3 8.4325390 x 1073 6.9820198 x 1073
4 2.3560480 x 1073 1.9223614 x 1073
5 5.1033826 x 10~ 7.2390630 x 10~
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Figure 15. The variation of the quality factor with frequency. The
plot order, the legend abbreviations, and the model parameters are
the same as those in Figure 1. For the first- and second-order nearly
constant Q models, the weighting function here is determined by the
parameters in Table 10, which is different from Figure 1.
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leads to the moduli expressions in the first- and second-order nearly
constant Q models. From the complex moduli, we are able to com-
pute the quality factor and the phase velocity. Figures 15 and 16
show that the quality factors and the phase velocities for the first-
and second-order nearly constant Q models fit well with those for
the Kolsky and Kjartansson models, respectively, in very strongly
dissipative media. As mentioned already, we take account of only
the imaginary part in the process of determining the weighting func-
tion, but, surprisingly, Figures 15 and 16 imply that the real part of
the weighting function fits the real part of the term in the square
brackets in equation 20. Comparing Figures 1 and 2 with Figures 15
and 16, we observe that (1) only at frequencies (approximately 1—
7 Hz), which are quite close to the lower bound of the frequency
range of interest, are the quality factors obtained using the
first- and second-order nearly constant Q models with the weighting
function associated with the cost function 62 more accurate than
those obtained from the cost function 27 and (2) the velocities
in the first- and second-order nearly constant O models obtained
with the weighting function associated with the cost function 62
are as accurate as those from the cost function 27. In fact, our rel-
evant numerical experience shows that it is not an accidental phe-
nomenon that the weighting function determined by using only the
imaginary part can always yield a result comparable to that deter-
mined by using the real and imaginary parts. However, we still need
to do more research to find the reason for this.

A failed nearly constant O model

In this section, we discuss a failed nearly constant Q model that
does not obey causality, which the readers should find puzzling and
instructive. The complex modulus for this model is defined as

M(w) = M, {1 —iM} (63)
Qo

where W;(w) is the negative of the imaginary part of the weighting

function defined in equation 24, and it is required to approximate

sgn(w) in a frequency range of interest. The previous subsection

shows that we can obtain the optimal parameters z,; and 7; (see

Table 10) in this case.
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Figure 16. The variation of phase velocity with frequency. The plot
order, the legend abbreviations, the model parameters, and the
weighting function are the same as those in Figure 15.
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Taking account of the weighting function 24, equation 63 is
rewritten as

M) = Mo 1+ 35 W) - W@ (o

where superscript * denotes the complex conjugate. Referring to
Hao and Greenhalgh (2019), the complex modulus M (w) = W(w)
(equation 24) corresponds to the relaxation function given by

(1) :Zil[l —( —?)e‘ﬁ]fl(z). (65)

o]

The relaxation function corresponding to the complex modulus
M(w) = W*(w) may be derived from equation 11. We use the re-
lation between W(w) and W*(w) and the relation between the com-
plex modulus M(w) = W(w) (equation 24) and the corresponding
relaxation function /() (equation 65). It follows that the relaxation
function corresponding to the complex modulus M(w) = W*(w) is
given by

L r ,
72 (1) = — 1- — e | H(=1). 66
70 == 1= (1-2) e |m-n. o

=1 o

Taking into account the correspondence relation between equa-
tions 5 and 10, the relaxation function corresponding to the complex
modulus 64 is given by

w(t)=Mo{H(r)+2%20[u7<1><z>—u7<2><t>1}. ©7)

As mentioned in the “Time- and frequency-domain constitutive
relations” section, the relaxation function has the physical interpre-
tation as the stress response corresponding to a unit step function in
strain, starting at t = 0, which implies that the relaxation function is
necessarily causal. However, equation 67 indicates w(¢) # 0 for
t < 0. It shows that the model breaks the causality requirement,
i.e., no effect before a cause. Referring to equations 5 and 6, such
a relaxation function implies that the stress at the current time de-
pends on the future values of the strain. Hence, this model is non-
physical, which is why we call it “the failed nearly constant Q
model.” The failure of the model also can be verified by numerical
modeling of wave propagation. By analogy with the derivation of
viscoacoustic wave equation 50, we may derive the viscoacoustic
wave equations corresponding to this nonphysical model. A simple
finite-difference modeling scheme applied to this model shows that
the amplitude of waves increases with time, which demonstrates
that it is nonphysical.

Replacing the term W, () in equation 63 by sgn(w) leads to the
complex modulus for the constant Q model proposed by Knopoff
(1956). His model is the limiting case of the failed model, equiv-
alent to using the limit W; with an infinite number of elements in
equation 63 to fit sgn(w) for all frequencies. Similar to the analysis
in the previous paragraph, the Knopoff model is incompatible with
the causality condition. The violation of causality also can be found
by applying the Kramers-Kronig dispersion relations (e.g., Kronig,

1926; Futterman, 1962; Carcione, 2014), as mentioned in Knopoff
(1964, 1965).

CONCLUSIONS

The newly derived first- and second-order constant Q models
originate from the Kolsky and Kjartansson models. The complex
moduli for the first- and second-order nearly constant O models
are essentially approximations to the complex modulus for the Kol-
sky model and the second-order Maclaurin series expansion of the
complex modulus for the Kjartansson model, respectively. The key
step of building such approximations is realized by the weighting
function method, which chooses a weighting function to fit the Q-
independent common coefficients in the complex modulus for the
Kolsky model and the Maclaurin series expansion of the complex
modulus for the Kjartansson model. The weighting function chosen
in this paper is similar in form to the complex modulus for the GSLS
model. However, the weighting function is itself dimensionless and
independent of the quality factor. Determination of the weighting
function requires numerically solving a nonlinear optimization
problem, which is only dependent on the frequency range of interest
and does not involve any model parameters of the Kolsky and Kjar-
tansson models.

The first- and second-order nearly constant Q models are closely
linked through the weighting function to three classic dissipative
models: the Kolsky model, the Kjartansson model, and the GSLS
model. The first- and second-order nearly constant Q models are
essentially the GSLS model and the quasi-GSLS model, respec-
tively. The first- and second-order nearly constant Q models are
physically distinct from the Kolsky and Kjartansson models,
although their complex moduli in the frequency range of interest
are quite close to those for the Kolsky and Kjartansson models.
The major difference is that the moduli for the first- and second-
order nearly constant Q models are bounded and physically plau-
sible for all frequencies, whereas the Kolsky and Kjartansson mod-
els become implausible as the frequency approaches zero or infinity.
The advantage of these two proposed models is that they can always
give rise to the dissipative wave equations in differential form,
whereas the Kolsky and Kjartansson models cannot achieve this.
Theoretically, these dissipative wave equations in differential form
can be solved effectively by all existing time-domain wavefield
numerical modeling techniques. The second-order nearly constant
Q model is closer to constant Q than the first-order model. In reality,
however, this does not mean that the second-order nearly constant Q
model is more plausible than the first-order model because, as we
mention in the “Introduction” section, there exist several observa-
tions from real data of the frequency dependence of Q.
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APPENDIX A

THE COMPLEX MODULUS FOR THE
KOLSKY MODEL

In this appendix, we derive the complex modulus for the Kol-
sky model.
Referring to Kolsky (1956), the phase velocity and attenuation
coefficient for this model are given by
(0]
— ) , (A-1)

2]

1
V:UO<1+—1n
o

e
2090’

(A-2)

where V and a denote the phase velocity and the attenuation coef-
ficient, respectively. Quantities vy and Q, denote the reference
velocity and quality factor at the reference angular frequency w,
respectively. It is noteworthy that Kolsky (1956) uses the loss tan-
gent (also called loss factor) tan § instead of 1/Qq in the phase
velocity and attenuation coefficient formulas, where & denotes
the loss angle and it measures the phase lag between the stress
and the strain for a dissipative medium under the action of a
steady-state stress varying sinusoidally with time. The loss tangent
is identical to the ratio between the imaginary part of the complex
modulus and its real part (Lakes, 2009). It follows that the quality
factor and the loss tangent satisfy the relation tan § = 1/Q, refer-
ring to the quality factor expression in equation 3.
The dispersion equation is given by
0
k= =V + isgn(w)a, (A-3)
where k and v denote the complex wavenumber and velocity, re-
spectively. The real and imaginary parts of the complex wavenum-
ber are odd and even functions of the frequency, respectively. The
plus sign “+” in front of the imaginary unit is due to the sign con-
vention in the exponential term of the Fourier transform
(equation 1).
Substitution of equations A-1 and A-2 into equation A-3 gives
rise to the complex velocity, namely,
)| |,

VRV {1+ ! [Zln @
U720 (7 | wo
where we have taken into account the Maclaurin series expansion of
the complex velocity with respect to 1/Q, up to the first order. This
equation also can be found in Aki and Richards (1980), who sum-
marize Azimi et al.’s (1968) research work on using the Hilbert
transform to obtain a pair of phase velocity and attenuation coef-
ficient for nearly constant Q.

From equation A-4, the complex modulus for the Kolsky model
is written as

(A-4)

1 (2 0]
14+— (-1
{+Qo{ "

M(w) = o

-sm) | a9

Hao and Greenhalgh

where we ignore the second-order and higher terms with respect to
1/Qq. The equation M, = pv3 denotes the reference modulus,
where p denotes the density.

APPENDIX B
THE DERIVATIVE OF THE COST FUNCTION

Here, we provide the first partial derivatives of the cost function
27 with respect to the unknown parameters z,; and Az; = 7, — 7.
The cost function is rewritten as

1 o
G= m/ (G (0) 4 G»(w)]do, (B-1)

where G| and G, are given by

(B-3)

1 (<&~ wArg 2
Gyw) == (S 227 _ 1),
() =3 <; 1+ w2, )

The first partial derivative of the cost function with respect to 7, is
given by

G 1 oy | 0G G
7 / v 1(@) + 2(w) do, (B-4)
0ty (wy—op) Jo, | 04 075

with
0G| (w @?At)(1 = 30?72 L @1, AT
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(B-5)
0G,(w) 2w’7,,AT, L wAr
S -1]. (B-6
07y (1+ w?72)? ; 1 + 0?72 (B-6)

The first partial derivative of the cost function with respect to Az; is
given by

G 1 o0 [0G,(0) 3G, ()
- dw, (B-7
oAt (wy —wy) A [aAr, T ong, |40 BD
with
0G, () L w‘r,,,Arl
- ~1|. B8
0Az, ”(1 ”; I+ (B-5)
0G; () ® L. wAr
- —1). B-9
0AT, 1 + ?72 (; 1+ w?7 (B-9)
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APPENDIX C

THE RELAXATION AND CREEP FUNCTIONS FOR
THE FIRST- AND SECOND-ORDER NEARLY
CONSTANT Q MODELS

Here, we derive the relaxation and creep functions for the first-
and second-order nearly constant Q models.

Two special cases

As a preliminary, we analyze two special cases, in which we
ignore the dimensions of the complex modulus, the relaxation func-
tion, and the creep function. In the first case, we analyze the relation
between the complex modulus and the relaxation function. Equa-
tion 12 suggests that a linear combination of two complex moduli
leads to the same combination of the corresponding relaxation func-
tions. Complex modulus M (w) = W(w) can be viewed as a sum of
the complex moduli for L SLS elements with a relaxed modulus of
unity, where W(w) is the weighting function given in equation 24.
The corresponding relaxation functions can be found in Carcione
(2014). In addition, equation 12 can verify that a constant (fre-
quency-independent) modulus corresponds to the relaxation func-
tion equal to the product of this constant and the Heaviside function.
Let {(¢) as an intermediate variable denote the relaxation function
corresponding to the complex modulus M (@) = W(w) — Wg(wy).
It follows that {(¢) is given by

0 =Wl () + 3 1= (1-2) | (). (€1

In the second case, we analyze the relation between the complex
compliance and the creep function. Equation 14 is mathematically
similar to equation 12. Hence, the above analysis also applies to the
relaxation between the complex compliance and the creep function.
If the complex compliance is taken as J(w) = W(w) — Wg(wy), we
conclude that the creep function is identical to {() in equation C-1.

The first- and second-order nearly constant Q models

We next analyze the first-order nearly constant Q model. As
shown in equation 28, the complex modulus for the first nearly con-
stant Q model is given by

M) = M{ 1+ 5 W) = Walan)] | €2

0

We use the correspondence relation between the time- and fre-
quency-domain constitutive equations 5 and 10 and the result in
the previous “Two special cases” subsection. Finally, the relaxation
function for the first-order nearly constant Q model is given by

meﬁmw+&aﬂ. ©3)

Taking the inverse of the complex modulus 15, the complex com-
pliance for the first-order nearly constant Q model is written as

J(w) = Jo{l T Qi W(w) — WR(wO)]}_l, (C-4)

0

where Jy = 1/M, denotes the reference compliance.
The Maclaurin series expansion of the complex compliance with
respect to 1/Q, is written as

10) 3 C ) - wewo). (©9)

Jo = 20
Here, we already account for the condition |W (@) — Wg(@g)| < Q.
In fact, this inequality is valid even for the extremely strong attenu-
ation case (e.g., Qg = 5), from the definition of W(w) (equation 24)
with the relaxation times shown in Tables 1-8.

We take into account the correspondence relation between the
time-domain constitutive equation 8 and the frequency-domain con-
stitutive equation 13. We also use the result in the “Two special
cases” subsection. The creep function for the first-order model is
given by

c<”><t>} (C-6)

where ¢ (n) is defined as

S(Hog(t) -+ ()
g‘<”>(;):{ , ifn>1,
O ifn=1.

(€7

Finally, we analyze the second-order nearly constant O model.
As shown in equation 40, its complex modulus is given by

mm=mb+éww—mwm

1

358 (C-8)

ww—mww}

Following the same method used for the first-order nearly constant
O model, we derive the relaxation function for the second-order
nearly constant Q model:

wa:M{Hm+é§m+Z§d%ﬂ} ©9)

From equation C-8, the complex compliance for the second-order
nearly constant Q model is written as

nmzfql+éywm—WAmn

ww—mmw}

-1

1
+— (C-10)
2
205
We expand the complex compliance C-10 into a Maclaurin series
with respect to 1/Q,. We imitate the derivation of the creep func-
tion C-6. Finally, the creep function for the second-order nearly con-
stant Q model is given by
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2(t) = JoH(1) + Jy i 2(2_ 1Q)4 ) (1)

+J0222nQ4n+1 glant1) ()

+JoZZZnHQ4n+2C<“””>< ). (C-11)

APPENDIX D

DERIVATION OF THE VISCOACOUSTIC WAVE
EQUATIONS FOR THE NEARLY CONSTANT
0 MODEL

Here, we adopt the first of the frequency-domain methods in Hao
and Greenhalgh (2019) to derive the viscoacoustic wave equations
for the first- and second-order nearly constant Q models.

Taking into account the correspondence relation between
equations 5 and 10, the Fourier transform of the viscoacoustic wave
equation for a general dissipative medium is written as

2p_Mons | g
—w'P=—V°P+S, (D-1)
P
where p and M denote the density and the complex modulus,

respectively, P denotes the pressure field in the frequency domain,
and S denotes the source term in the frequency domain.

As illustrated in equations 47-49, the term W(w) — W(wg) is
written as
W(w) = Wg(wo) = g — h(w) (D-2)
with
L Tel __ 1
9= ol . (D-3)
; 1 + wft?,
Tel 1
hw) = Lol D-4
(@) Z 1 —iwzy ©-

Hence, the complex modulus (equation 28) for the first-order
nearly constant Q model is rewritten as

(o) = o1+ ) -, "2)

(D-5)

Substituting the complex modulus into the wave equation D-1
and then introducing the auxiliary variables yields

L

—@’P = v} V2P — vy E F+ S,
=1

L7

(D-6)

Hao and Greenhalgh

with
V3 = 1)2(1 + i) (D-7)
v=—"Y ’
Qo

2

2 _ Y%
Vg = (D-8)

0,
where vy = \/M/p denotes the reference velocity for the Kjar-

tansson model; vy, denotes the unrelaxed velocity for the first-order
nearly constant Q model, corresponding to @ = oo; vy denotes the
velocity corresponding to the coefficient in front of 4(w) in equa-
tion D-5; and 7; denotes the auxiliary variable in the frequency
domain.

The inverse Fourier transform of equations D-6 gives rise to the
viscoacoustic wave equation for the first-order nearly constant Q
model, namely,

0*P L
7= v%]VZP—v%IZr,—i—S,
¢ =1
6}", 1
L= VIP——p, D-9
5 o Ty (D-9)
where s; is given by
1 )
5, :—(E— 1). (D-10)
Ts1 \Tol

Using equation D-2, the complex modulus 40 for the second-or-
der nearly constant Q model is rewritten as

M(w) :M0(1+Q—0+29—Q20) _Z_o(l+50>h( )

M,
+ 220 (), (D-11)
2Q0
Substituting it into the wave equation D-1 and then introducing the
auxiliary variables leads to the following equations:

L L
~w’P = 5V - i, Z WY+ i, Z W+,
= )
)

~(1) Tol 2P
=—=——V-°P,
r] 1 - l.CUT(;l
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2
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2
= _ % 9>
4 =2 (142, (D-14)
Hl Qo< Qo
2
~ vV
v§2=2—QOO, (D-15)

where v, denotes the unrelaxed velocity for the second-order nearly
constant Q model, corresponding to @ = o0; ¥y, and ¥y, denote
the velocities corresponding to the coefficients in front of h(w)
and h*(w) in equation D-11, respectively; and ?El) and ?52) are
the frequency-domain auxiliary variables.

The inverse Fourier transform of equations D-12 yields the vis-
coacoustic wave equation for the second-order nearly constant Q

model, namely,

PP Hnp o NS, NS
3 =5V P—varl +”sz”1 + S,
=1 =1
(1)
07‘1 1 (1)
=5 VIP——r"’,
01‘ SZ Tsl rl
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